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Abstract

The interaction with medical software during interventions challenges physicians due to the limited space and the necessary sterility. Current input modalities such as touch screen control present a direct, natural interaction which addresses usability aspects but do not consider these challenges. A promising input modality is freehand gesture interaction, which allows sterile input and a possibly larger interaction space. This work compares gesture and touch input regarding task duration to perform typical intervention tasks and intuitiveness. A user study with ten medical students shows mostly significantly better results for touch screen interaction. Despite the advantages of freehand gestures, it is debatable whether these can compensate the better efficiency and usability results of touch screen interaction in the operating room.

1 Introduction

Many diseases are treated by interventions carried out by highly specialized radiologists. In contrast to open surgery, needles or catheters are moved through thin holes to the target anatomy, e.g., to drain an abscess or insert a stent to widen a narrow vascular structure. Due to the missing direct interaction with human tissue, constant imaging control is necessary to see the tip of the catheter or needle. Therefore, physicians need to interact with interventional imaging software. Patient-specific data visualized as volume renderings, 3D surface models and tomographic slice images is inspected and analyzed with different interaction techniques. For example, the physician needs to rotate the 3D model, select single structures, navigate through tomographic images and show additional information. Based on this, the physician, e.g., determines tumor locations and sizes, tracks surgery devices and decides which interventions are appropriate. Especially in critical situations, the challenging interaction with the
complex interventional imaging software needs to be efficient and usable. Currently, controlling the software is realized with different approaches:

- A technical assistant controls the software from a non-sterile room with voice commands from the surgeon (Hübner et al. 2014; O’Hara et al. 2014). This indirect interaction method is inefficient and error-prone, since misunderstandings easily occur.
- The physician moves to a separate room with a workstation and uses mouse and keyboard interaction (Hübner et al. 2014). Beneath the time for moving rooms, this approach is problematic due to the aspect of sterility. The physician needs resterilization, which not only leads to longer operation time but also increases the risk of possible infections. Additionally, the interaction with 3D visualizations by indirect mouse input is not ideal.
- The medical software in the operating room is controlled with a touch screen device. The touch screen is covered with a sterile transparent foil leading to reduced usability. Furthermore, dependent on the current position of the surgeon, the touch screen is out of reach. Therefore, the physician needs to move to it or lean over the operating table to interact with it. This is problematic due to the distraction of the workflow and the ergonomic disadvantage (Hanna et al. 1998; van Det et al. 2009; Mewes et al. 2015).

New interaction styles such as 3D User Interfaces (3DUIs) and Natural User Interfaces (NUIs) offer solutions to the described problems. This work focuses on freehand gestures which address the problems in the following ways. They allow direct interaction by the physician with the interventional imaging software without the necessity to delegate instructions to a technical assistant. The interaction allows more degrees of freedom (DOF) compared to, e.g., mouse input and therefore intuitive controlling of 3D models and navigation in 3D space. An important advantage is the touchless interaction which ensures sterility, and thus, lowers the infection risk of the patient. However, the constrained space due to the close proximity of the interventional team must be considered (O’Hara et al. 2014).

We employ and improved an existing gesture set presented in (Mewes et al. 2015) and compared it with touch screen interaction for interventional imaging software. Both input modalities are evaluated in a user study regarding quantitative and qualitative aspects: First, the duration to solve typical intervention tasks and secondly, the subjective consequences of intuitive use. Our work shows that the participants perform significantly worse with gesture interaction and rate the intuitiveness of touch screen interaction higher. To use the advantage of gesture interaction, longer training times and well selected gestures for different tasks are necessary.

2 Related Work

3DUIs are interfaces for realizing virtual 3D space, with a special set of input and output devices, interaction techniques, and metaphors (Bowman et al. 2004; Preim & Dachsbelt 2015). This work focuses on freehand gesture interaction and thus, on the input and metaphor aspects of 3DUIs. Since gesture-based input is also embedded in the field of NUIs,
3DUIs and NUIs overlap. This is supported by the fact that the user’s behavior and feeling during interaction in NUIs should be close to real-world applications (Wigdor & Wixon 2011). Ritter et al. (2013) investigated the suitability of the WiiMote (Nintendo, Kyoto, Japan) to control a medical planning software during an intervention. The WiiMote was used to control a mouse cursor, hence, disadvantages such as indirect interaction and less DOF are adopted. Schwarz et al. (2011) tested gesture input in an operating room and point out that flexible and robust gesture detection helps to make the interaction and thus the interventional work more efficient. Mentis et al. (2012) present fieldwork observations in neurosurgery theatres which deal with touch and gesture interaction as a spatial concern, i.e. freehand gesture interaction supports a distal control of a medical device.

The tracking of hands is commonly realized with the motion sensing device Kinect (Microsoft, Redmond, USA). Alternatively, (Bizzotto et al. 2014) tested the Leap Motion Controller (LMC, Leap Motion Inc., San Francisco, USA) and point out better accuracy and shorter working distance compared to the Kinect. Therefore, we use the LMC in our work. There are several possibilities to obtain an appropriate gesture set. For example, Schwarz et al. (2011) individualized gestures for physicians with a gesture learning approach. This allows the integration of customized personal and workflow requirements. Alternatively, an existing gesture set can be used. We use gestures from (Mewes et al. 2015) for an intraoperative projection display prototype on the radiation shield of a multi-detector computed tomography scanner (MDCT). A user study demonstrated that this approach is usable by physicians. However, the robustness and intuitiveness need to be further improved, which is described in more detail in the next section.

3 Materials and Methods

This section describes the medical workflow and derives typical interaction tasks. For all tasks, gesture and touch-based interaction techniques are presented. After that, the experimental setup for the user study is explained, followed by the study design and the study procedure.

3.1 Medical Workflow and Interaction Tasks

Hübler et al. (2014) described and analyzed the workflow of interventional neuroradiology with frequent pattern mining. They revealed common tasks such as controlling operating room equipment, e.g., the operating table or the C-arm, a c-shaped computer tomography (CT) device. The C-arm is used to acquire computer tomographic images during the operation. The resulting data can be displayed in the operating room in different views: as 2D tomographic images and a 3D model representation. The surgeon needs to inspect this data to retrieve information about, e.g., the contrast agent and blood flow behavior in vessels or to determine current positions of operation devices such as a tracked ablation needle. For this, she interacts with the 2D and 3D representation of the acquired data. In the following, the
derived interaction tasks for the 2D tomographic images, the 3D model representation and both views are listed:

- **2D tomographic images:**
  - Cycle through the stack of images
- **3D model representation:**
  - Rotation around arbitrary axis,
  - Selection of structures
- **Both views:**
  - Trigger button selection, e.g., to show additional information or reset the scene,
  - Zoom in to interesting structures such as tumors,
  - Zoom out to get an overview,
  - Translation of the image position or the object position

These interaction tasks can be fulfilled with different devices and interaction techniques. In this work, state-of-the-art touch screen interaction is compared with gesture input.

**Touch screen interaction.** The touch-based control is modeled after interaction with modern interventional systems such as the CAS-ONE Liver (CAScination AG, Bern, Switzerland). The control is primarily based on pressing buttons. The cycling is realized with “up” and “down” buttons to change to the next or previous slice in the image stack. Also, the discrete zooming is realized with “+” and “−” buttons. There are three exceptions: the rotation of the 3D model and the translation of the 2D position are realized with drag or swipe interaction on the touch screen, and structures in the 3D view can be selected by touching on them.

**Gesture interaction.** The gesture-control is realized with an improved freehand gesture-set presented by Mewes et al. (2015). They introduced five gestures to control different interaction tasks, which are shown in Fig. 1. Their grab gestures to rotate the 3D model was modified due to robustness problems. Instead, the object can be continuously rotated through tilting a hand with all five fingers extended with 3DOF (flying hand gesture, Fig. 1(a)). A dead zone guarantees that no unwanted rotation is performed. Zooming and translation is available in both views and realized by virtually grabbing the objects on the screen and translating the hand forward/backward for zooming and left/right/up/down for translation (fist gesture, Fig. 1(b)). Cycling through the 2D image stack is provided through a circle gesture (Fig. 1(c)) with one extended finger. The user can influence the step size by varying the circle’s radius. A click gesture (Fig. 1(d)) is implemented for the selection of structures or buttons. To select an object, the user has to extend the index finger and thumb, point to the object and move the tip of the thumb to the knuckle of the middle finger. If no action is wanted by the user, a relaxed hand can be used as a rest gesture (Fig. 1(e)).
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3.2 Experimental Setup

We used the touch screen of the state-of-the-art commercial surgical navigation system CAS-ONE Liver for the study. The display is a resistive medical touch screen (ELO 2400 LM 24"), Elo Touch Solutions, Inc.), see Fig. 2. To reconstruct the intraoperative setting, a surgical table with a body phantom is placed in front of the user. For gesture control, the Leap Motion Controller (LMC) is used, which is an optical device for observing the user’s hands and providing position and orientation data for palm, fingers, bones and joints, which are used to define hand and finger gestures. The LMC is put on the edge of the table within the user’s range. Our prototype, which has one mode for touch and one mode for gesture interaction is displayed on the touch screen, which is covered with a sterile transparent drape such as in an operating room. Tomographic image slices and a 3D model from a human liver with a hepatocellular carcinoma serve as test dataset within our study.

3.3 Study Design

The participants solved five tasks (see Table 1). These were selected based on observations in the operating room and on subsequent discussions with clinical partners. The first inde-
dependent variable is the interaction modality which has two levels: touch-based and gesture-based input. We consider the duration of the tasks as a first dependent variable and the intuitiveness of the two input modalities as a second dependent variable. For intuitiveness, we use the QUESI questionnaire (Questionnaire for the subjective consequences of intuitive use) (Hurtienne and Naumann 2010), which contains 14 items grouped into five sub-scales, such as subjective mental workload and perceived achievement of goals (see Fig. 5). The answer scale is a five-point Likert scale from 1 (fully disagree) to 5 (fully agree). The results of all items can be combined to a single score. Higher scores represents higher probability of intuitive use. The questionnaire is handed out for both input modalities which allows us to compare the two resulting scores.

The experiment is conducted as within-subject design, i.e., every participant fulfills the tasks with both input modalities. This prevents the influence of interpersonal differences. To avoid sequence effects, the experiment is performed as a crossover experiment. Thus, the order of input modalities changes. Here, we randomize the assignment of the order of input modalities. We ensure adaptive randomization (assignment depending on previous assignments) with biased coin randomization (Smith 2014). For every odd participant number (e.g., the first) a thrown coin decides the sequence of the input modalities: head means touch screen interaction first, then gesture interaction, tail means the opposite. For every even participant number, the coin is biased to favor the opposite result. Since we only have two order possibilities, the coin is biased to show tail or head with 100%.

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
<th>Gesture</th>
<th>Touch interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Identify the range of slices in which a tumor is located in 2D</td>
<td>Circle gesture</td>
<td>Press buttons</td>
</tr>
<tr>
<td>2</td>
<td>Zoom the current 2D slice to factor 2.0 and center the tumor</td>
<td>Fist gesture</td>
<td>Press buttons</td>
</tr>
<tr>
<td>3</td>
<td>Rotate the 3D model identical to a given model</td>
<td>Flying hand gesture</td>
<td>Drag</td>
</tr>
<tr>
<td>4</td>
<td>Enlarge the 3D model to zoom factor 2.0</td>
<td>Fist gesture</td>
<td>Press buttons</td>
</tr>
<tr>
<td>5</td>
<td>Select the tumor in the 3D view</td>
<td>Click gesture</td>
<td>Press buttons</td>
</tr>
</tbody>
</table>

*Table 1: Overview of the five tasks and the corresponding gesture or touch interaction to solve it.*

### 3.4 Procedure

First, we handed out a pre-questionnaire with demographic questions and questions about the frequency of use (experience) with interventional imaging software, gesture interaction, touch screen interaction on smartphones and tablets, and touch screen interaction in an operating room on a scale from -2 (never) to 2 (very often). The experimental setup including the touchscreen and the leap motion controller were explained after that. Secondly, the medical viewer software was described including its different functionalities. Then, the participants were asked to put on rubber gloves and according to the result of the biased coin method, the participants started with one of the two interaction modalities. For both modali-
ties, the following sequence was the same: First, different functionalities were explained based on the input modality and corresponding gestures were shown, second, the participants could exercise the functions until they were confident in using them, third, the five tasks were stated subsequently and for each task the time was measured by analyzing video recordings and, fourth, the QUESI questionnaire was handed out. After the participants solved the tasks with the second modality and filled out the second questionnaire, they finished the study.

4 Results

The study was conducted with ten medical students (7 female, 3 male). Their age ranged from 20 to 27 years (M = 22.7 years) and one of them was left-handed. The experience with different modalities is shown in Fig. 3. The participants had little experience with interventional imaging software (M = -1.3, rarely; min: -2, max: 1), with gesture interaction (M = -1.3, rarely; min: -2, max: 2) and with touch interaction in the OR (M = -1.5, never; min: -2, max: 0). In contrast, they had more experience with touch interaction on smartphones or tablets (M = 1.2, often; min: -1, max: 2).

Fig. 3: Overview of the participants frequency of use with different systems and input modalities on a scale from -2 (never) to 2 (very often).

The training times for each modality were less than 10 min. The task duration was analyzed by a 2 × 5 (two conditions: gesture vs. touch × five tasks) within-subjects ANOVA. The effects for task duration are shown in Fig. 4. Compared to touch interaction (M = 25.4 s, SD = 35.3 s), the participants needed almost twice as long to perform a task with freehand gestures (M = 48.6 s, SD = 43.1 s), reflected in a significant main effect of condition, F(1,9) = 17.82, p < .01, η² = .66. Further, the analysis revealed a significant main effect of task (F(4,36) = 22.89, p < .01, η² = .72), indicating the logical fact that different tasks require different times to be executed. The rotation of the 3D model (task 3: M = 72.6 s, SD = 51.8 s) takes the longest time, followed by the identification of the tumors’ range of slices (task 1: M = 62.0 s, SD = 44.4 s), zooming of a 2D slice and centering the tumor (task 2: M = 25.0 s, SD = 15.7 s). In contrast, the tasks to zoom the 3D model (task 4: M = 12.8 s, SD = 10.9 s) and select
the tumor (task 5: M = 12.6, SD = 17.2) were performed very fast. There was no significant interaction effect (F(4,36) = 2.32, \( p = .14 \), \( \eta^2 = .21 \)), although Fig. 4 implies this: while there seems to be no difference between the two conditions for rotation of the 3D model (task 3: M = 68.5 s, SD = 57.9 s vs. M = 76.7 s, SD = 47.8 s), participants need much longer to identify the range of slices with gestures than with touch interaction (e.g. task 1: M = 90.9 s, SD = 45.2 s vs. M = 33.0 s, SD = 16.0 s).

The intuitiveness measured by the QUESI questionnaire was analyzed with the Wilcoxon signed-rank test (see results in Fig. 5). Overall, users found touch interaction (M = 4.2, SD = 0.5) more intuitive than gesture interaction (M = 3.5, SD = 0.7), reflected in a significant effect (Wilcoxon-U = -2.5, \( p < .01 \)). After the Bonferroni adjustment of the alpha level for the QUESI sub-scales, significantly higher scores emerged for touch interaction in comparison to gesture interaction only for two dimensions: mental workload (Wilcoxon-U = -2.5, \( p < .01 \); M = 4.1, SD = 0.5 vs. M = 3.2, SD = 1.0) and familiarity (Wilcoxon-U = -2.7, \( p < .01 \); M = 4.3, SD = 0.6 vs. M = 3.4, SD = 0.9). However, the data shows a trend for less perceived effort of learning for touch interaction (Wilcoxon-U = -2.4, \( p = .01 \); M = 4.4, SD = 0.5 vs. M = 3.4, SD = 1.0). There was no significant effect for the subscales perceived achievement of goals and perceived error rate.

---

**Fig. 4:** Comparison of the duration of tasks with freehand gesture and touch screen interaction.

**Fig. 5:** Comparison of the intuitiveness of freehand gesture and touch screen interaction.
5 Discussion

Our participants were medical students and thus, had less experience in interventional settings compared to physicians. However, the medical knowledge necessary to fulfill the tasks is fairly basic. The participants showed significantly worse performance with gestures in almost all tasks. Only for 3D rotation there was no significant difference between the two conditions for the task duration. This indicates that for more complex interaction tasks, higher degrees of freedom of freehand gesture interaction can compete with touch interaction. Another fact during gesture interaction influenced the task duration, which is an important indicator for workflow efficiency: some users forgot about the correct execution of gestures, which lead to longer task durations. This issue could be avoided if they had more training time with the gesture interaction.

Although the effect size is relatively high (21 % of explained variance), an interaction effect missed to become significant. Due to the small sample size of ten participants, only very large effects can be identified. With a few more participants, the found interaction has a good chance to become significant.

The advantages of touch compared to gesture interaction was also found in terms of intuitiveness, i.e., the subconscious application of prior knowledge that leads to effective interaction. This explains the significant and marginally significant differences of interaction types on the dimensions workload, learning effort and familiarity. Indeed, if one considers the participants’ experience with interaction types (Fig. 3), it stands out that the participants have strong experience with touch interaction and very little experience with gesture interaction, which may also have influenced the performance. However, no subjective differences emerged in terms of effectiveness (goal achievement and error rate).

Freehand gesture interaction ensures sterility, enables a larger working space, provides more degrees of freedom, and compensates disadvantages of touch screen interaction such as the need for plastic foil and a handicap due to interaction with rubber gloves. Still, touch screen interaction is superior regarding efficiency. To improve freehand gesture interaction, the gesture set needs to be improved regarding robustness and error tolerance and the participants need longer training times to equate lesser experience. Further studies could be performed with physicians. Here, it would be interesting to evaluate if more experience in interventional settings had an influence on the difference between the two input modalities.
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